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What is
our
What is
our

AIM?AIM?

We aim to build a machine learning-powered

recommender system to help brands find the most

relevant influencers based on bio similarity, engagement,

and past sponsorship data.



Problem Problem 
StatementStatement WHY?

Influencer marketing is powerful but

inefficient.

Brands struggle to find the right influencer

from thousands of options.

Simple metrics (like follower count) aren't

enough to guarantee campaign success.

Manual selection is time-consuming and often ineffective.

Over 70% of brands in India are currently investing in influencer marketing .

This project boosts cost-effective marketing by identifying high-impact influencers and detecting fake

engagement. It empowers small businesses and refines brand messaging using NLP-driven social media

analysis.



71% of Users more likely to purchase

a given product if recommended by

the right influencer 

This solution is scalable and can be

deployed across various industries

using influencer marketing.

Metric Insight Source

ROI Boost
Up to $5.78 return for every $1

spent with the right influencer.
Influencer Marketing Hub (2023)

Cost Savings
Relevant micro/nano influencers

can cut campaign costs by 30–

40%.

Later x Fohr (2023)

Engagement
Well-matched influencers deliver

2x higher engagement rates.
SocialPubli (2022)

Conversion Rate
Proper alignment drives 43% more

conversions than untargeted

outreach.

Kantar x CreatorIQ (2022)
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How prior work tackles influencer

selection?

How prior work tackles influencer

selection?

Prior research has applied statistical regression, clustering,

deep NLP, multi-task learning, and ML to identify and rank

influencers. We build on these by combining lightweight

transformers, CatBoost being our gradient-boosted trees, and

audience sentiment into a production-ready pipeline.

Literature
Review 
Literature
Review 



Developed Solution:

Campaign Simulation Model

Create a fake social network

Set parameters (category, budget, engagement)

Allow hiring to happen

Simulate a campaign

Measure the outcome

Shortcomings:

No semantic alignment between brand and influencer

Lack of audience sentiment analysis.

No predictive performance metrics on real-world

data, instead of training on past data, they built a

“what-if” model that works on assumptions (category,

engagement,etc)

Modeling Influencer Marketing Campaigns in
Social Networks
Modeling Influencer Marketing Campaigns in
Social Networks

Our solution predicts which influencers will most likely drive

sponsorship success - grounded in semantic, sentiment, and

engagement signals.

Doshi, R., Ramesh, A., & Rao, S. (2022). Modeling influencer marketing campaigns in social networks

(arXiv:2106.01750v3). arXiv. https://doi.org/10.48550/arXiv.2106.01750



Developed Solution:

Takes influencer and brand features along with

sponsorship history

Data is cleaned and encoded 

Predicts sponsorship success based on sponsorships

that already took place.

Shortcomings:

Only caters to large influencers

Lack of sentiment analysis

Does not account for new influencers or brands 

Enhancing Influencer Marketing Strategies Enhancing Influencer Marketing Strategies 

These gaps motivate our pipeline’s use of explicit semantic and sentiment

features, a transparent CatBoost model for clear feature importances, and

a design that scales efficiently to larger, more diverse influencer

populations.

Rivera, O. (2022). Enhancing influencer marketing strategies through machine learning: Predictive analysis of

influencer-generated interactions (Master’s thesis, KTH Royal Institute of Technology). Retrieved from

https://kth.diva-portal.org/smash/get/diva2%3A1783645/FULLTEXT01.pdf



Developed Solution:

Looks at all previous “successful” brand–influencer pairings

Analyzes patterns in those past collaborations

Clusters influencers from similar collaborations together 

A brand fills out a three-step form (budget, category, reach)

Model picks an influencer that falls in the matching cluster

and recommends them

Shortcomings:

No test set or quantitative metrics to validate clustering

quality or recommendation precision.

Unsupervised clustering can lead to groupings without clear

labels so we dont really know that new recommendations

truly match brand needs or not.

It doesn’t address each brand’s unique category or needs

Lack of audience sentiment analysis.

Using Machine Learning to Connect Brands
with Influencers
Using Machine Learning to Connect Brands
with Influencers

We frame it as a supervised CatBoost classifier with clear evaluation

metrics, expose feature importances for explainabiliy. 

Hedlund, J. (2021). Using machine learning to connect brands with influencers (Master’s thesis, Umeå

University). Retrieved from https://www.diva-portal.org/smash/record.jsf?pid=diva2%3A1636469



Developed Solution:

Given a brand’s profile, which micro‑influencers should

I partner with?

Learns what makes a good match by looking at both

their post captions and images.

Gives a ranked list of - most likely to fit the brand.

Shortcomings:

It only counts likes/comments, but never looks at

whether those reactions were positive or negative.

Does not cosider an influener or brand’s bio

Only trained for small influencers.

Performance Metrics:

Recall@10 ≥ 0.19

Recall@50 = 0.55

Ranking Micro-InfluencersRanking Micro-Influencers

Our model adds sentiment scores and deep text understanding, and uses

CatBoost classifier to give clear influencer matches.

Elwood, A., Gasparin, A., & Rozza, A. (2021). Ranking micro-influencers: A novel multi-task learning and

interpretable framework (arXiv:2107.13943v1). arXiv. https://doi.org/10.48550/arXiv.2107.13943



Our
Approach
Our
Approach
model pipelinemodel pipeline

Publicly available data of 25,282 brands and

38,113 influencers and 16,01,074 posts.

Handle missing data, Standardize features, 

Merge datasets, Compute metrics

Engagement metrics, Influencer Sentiment, Brand & influencer categories, Bio

similarity, Comment Sentiments.

The CatBoostClassifier model (trained on historical sponsorship

data) predicts the probability of sponsorship for each influencer.

Predict sponsorship probability for each influencer, Rank influencers

by predicted probability and recommend top relevant influencers

(hopefully) .

Pre-processing

 Model Prediction

Data Collection

 Feature Engineering

 Recommendation System
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DatasetDataset



Brand Username

Brand Bio

Brand Category

Influencer Username

Influencer Name

Influencer Category

Influencer Bio

DatasetDataset
Influencer Followers

Engagement Rate

Sponsorship

Bio Similarity

Brand Name

Followers

Sentiment Score



Contains JSON files of the 16,01,074 posts.

JSON files have various information such as captions,

likes, comments, timestamps, sponsorship, usertags,

etc.

Narrowed down to relevant attributes (Name, Followers,

Category, Bio)

Data preprocessing done on Kaggle.

Contains Instagram profiles of the 25,282 brands

scraped by authors.

A dataset of 10 brand attributes (eg. Name,

Followers,Following, No. of posts, Category, URLs, Bio,

Email, Phone no., Profile picture.)

Narrowed down to 4 relevant attributes (Name,

Followers, Category, Bio)



Contains Instagram profiles of the 38,113

influencers scraped by author.

A dataset of 11 influencer attributes (Name,

followers, No. of posts, URLs, category, bio,

email, phone no., profile picture, username).

Narrowed down to 5 relevant attributes (Name,

Followers, No. of posts, Category, Bio)



Obtained after merging and

preprocessing the initial datasets.

For every brand, there are all sponsored

influencers + 10  unsponsored

influencers



Ethical considerationsEthical considerations

Scraping enabled collection of attributes like followers, posts, bios, and

engagement metrics that are not easily accessible via APIs.

Violates Instagram's (Meta's) Terms of Service, which strictly prohibit unauthorised

automated access.

Unstable as Instagram can change its structure or block IPs at any time

The dataset used in our project was originally collected by the authors through web

scraping from Instagram

To avoid these issues, the author used the official Instagram Graph API

instead of scraping, which requires approval and access tokens, for legitimate

and scalable data collection.

Access only allowed to Instagram Business or Creator accounts



Pre-ProcessingPre-Processing

Cleaned the tagged user text to remove unwanted

characters.

Isolated the relevant part of the tagged text.

Extracted sponsor full names from the tagged

users column.

Matched the extracted names with the sponsor

usernames already provided.



Pre-ProcessingPre-Processing

Cleaning missing data Computed engagement rate by

    (Likes + 2*comments)/followers

Any missing engagement values were filled by

calculating the mean 



Pre-ProcessingPre-Processing

Cleaning comments are other text data  



Pre-ProcessingPre-Processing

VADER LEXICON for sentiment analysis.

Widely used for sentiment analysis on

social media text

Standardisation done using StandardScaler

SentenceTransformer and Cosine similarity were used

for bio similarty 
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MLML
MethodologyMethodology

Sentence Embeddings: Convert brand and influencer

bios into dense vectors.

Cosine Similarity: Measure semantic closeness

between each brand–influencer bio pair.

Semantic Similarity using Sentence Transformers and Cosine Similarity

Captures Meaning, Not Just Keywords: Unlike TextBlob (which is rule-based and keyword-driven)

Why?Why?

Bio Similarity Score: to quantify alignment

How?How?



MLML
MethodologyMethodology

CatBoost uses gradient boosting — that builds a

sequence of decision trees, where each new tree tries to

fix the errors of the previous trees.

CatBoostClassifier

Why?Why?

Trains a CatBoost classifier to learn patterns that distinguish sponsored vs. non-sponsored influencer-

brand pairs.

How?How?

Start with a basic prediction (like the average label).

Compute residuals (the mistakes).

Train new trees to correct those mistakes.

Repeat for many rounds — each tree gradually improves the model.



Feature Benefit

Native categorical handling No need for encoding; better performance

High accuracy on tabular data Usually outperforms random forests

Low overfitting Thanks to ordered boosting

Easy to use Minimal preprocessing

MLML
MethodologyMethodology
CatBoostClassifier

Traditional Boosting uses the full dataset to train at each stage — leading to overfitting whereas

CatBoost’s Ordered Boosting trains each sample using only the samples before it, preventing data

leakage and improving generalization.



MLML
MethodologyMethodology
CatBoostClassifier



Challenges Faced &Challenges Faced &
How We Tackled ThemHow We Tackled Them
Dataset Challenges

Brand usernames missing & Sponsorships not directly mentioned → Extracted from custom

preprocessing.

Massive dataset size (~7 crore records) → Couldn’t load in Kaggle due to RAM limits.

 Solution:

Used smart pairing: for each brand, included all sponsored influencers + 10 random unsponsored

ones → reduced data size without loss of logic.

Algorithmic & Modeling Decisions

Initially used TF-IDF for bio similarity → Sentence Transformers for deeper semantic understanding

after testing.

Initially considered XGBoost → CatBoost after deeper domain research 



Challenges Faced &Challenges Faced &
How We Tackled ThemHow We Tackled Them
Data Availability & Quality

Dataset acquired after extensive research and

cold emailing.

Limited sponsorship history → Augmented slightly

but avoided overdoing to maintain consistency.

Some influencer usernames and metrics changed

over time (e.g., follower count) → Accepted as part

of dataset limitation.

Solution:

Treated historical sponsorships as ground truth.

Acknowledge that with an up-to-date dataset,

these issues can be fully resolved.



The Fun PartThe Fun Part



The Fun PartThe Fun Part
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Performance MetricsPerformance Metrics
of our modelof our model

Mean Reciprocal Rank (MRR): 0.473

On average, the first true sponsored influencer appears around the 2nd

position in our ranked list.

Recall@3: 0.8902

In nearly 9 out of 10 cases, at least one correct influencer is in the top

three recommendations.

Why it matters: High MRR and Recall@3 minimize the list brands need to review & Balanced Precision/Recall shows we avoid both irrelevant

picks and missed opportunities.

Classification Metrics

Precision ≈ 0.83 Recall ≈ 0.87 (sponsored)

Balanced Accuracy ≈ 0.9081, F1 ≈ 0.93

Evaluation Protocol

Computed on a stratified 80/20 hold‐out split to preserve

sponsorship ratios and ensure robust performance estimates.



Deploying Our Influencer Recommendation

Engine: 

Deploying Our Influencer Recommendation

Engine: Transforming Influencer MarketingTransforming Influencer Marketing

Vision:

Tap into the booming $40B influencer marketing industry with a first-of-its-kind ML-powered

recommendation system that helps brands find the most effective, cost-efficient influencers.

Why Now?

No commercialized influencer

recommendation model exists yet.

Backed by our passion, rigorous

development, and support from Prof.

Brainerd — we are ready to scale this

innovation to market.

Business Model Description

B2B SaaS Platform
Subscription-based web interface for

startups and agencies to find influencers.

Full-Service Marketing Agency

Operate as a dedicated agency

recommending influencers and earning:

Commission from brand-influencer deals

Revenue share from successful

collaborations



Global Expansion

Advanced Capabilities

Go-to-Market Scaling

Data Freshness 

Scaling ConsiderationsScaling Considerations
for our modelfor our model

Add multilingual support and integrate additional platforms

(e.g., TikTok, YouTube) to serve new markets.

Incorporate visual-content matching and fraud/bot

detection as load and scope grow.

Recompute embeddings and sentiment scores daily or

weekly; monitor input distributions and retrain when

performance degrades.

Launch a freemium tier to drive early adoption and

forge agency partnerships for rapid traction.
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